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Although the assumption of an overall globular scattering entity can be useful

for determining crystallographic phases for a protein at low resolution, there is a

point where this pseudoatomic model must be abandoned for further phase

re®nement. Using 6 AÊ resolution electron diffraction data from aquaporin

(AQP-CHIP) as an example, phases of the 16 most intense re¯ections from a

previous direct solution (Dorset & Jap (1998). Acta Cryst. D54, 615±621) were

modi®ed with a Hadamard error-correcting code to produce potential maps

very similar to the ones obtained using phases from the Fourier transform of

averaged electron micrographs. The choice of the optimal phase set was made

via the cross correlation of experimental with anticipated density histograms

using the autocorrelation function of the latter histogram as the desired

endpoint.

1. Introduction

In recent years, there has been considerable interest in

solving the crystallographic phase problem for macro-

molecules at low resolution. One reason for this interest has

been the need to de®ne the molecular-envelope boundary

accurately for interpretation of high-resolution structural

maps (Podjarny & Urzhumtsev, 1997). One important direct

phasing approach explores a logic tree wherein likely solu-

tion pathways can be identi®ed by a suitable ®gure of merit

such as maximum likelihood (Gilmore, Shankland &

Bricogne, 1993; Gilmore et al., 1996, 1999). In other ap-

proaches to the phasing problem, either in image or diffraction

space, globular approximates to the density have been

exploited (Anderson & HovmoÈ ller, 1996; Lunin et al., 1990,

1995, 1998; Dorset, 1997a), based on Harker's (1953) argu-

ment that the phenomenological scattering factor of identi®ed

globular subunits should normalize the diffracted intensities

more accurately than the sum of the component atomic

scattering factors.

In this laboratory (Dorset, 1997a,b, 1998, 2000a,b,c), direct

methods, also constrained by an assumed globular macro-

molecular substructure, have been exploited in reciprocal

space, with observed diffraction amplitudes out to 6 AÊ

resolution. The resolution limit is near a point where a plot of

averaged intensity from macromolecular crystals in shells

of reciprocal space versus increasing resolution reaches a

minimum (Pauling & Corey, 1951; Rossmann et al., 1967). It is

known, ®rst of all, that traditional direct methods are, on

average, valid within this diffraction intensity envelope

(Podjarny et al., 1981; Gilmore, Shankland & Fryer, 1993;

Dorset et al., 1995). Secondly, if the subunit globular cross

section is similar to that of an �-helix, then the pseudoatomic

scattering factor can be well treated by the scattering factor of

a single atom after the dimensions of the diffraction problem

(e.g. unit-cell constants) are reduced tenfold (Dorset, 1997a).

This also assumes that the globular cross section is approxi-

mately Gaussian so that its nearly Gaussian scattering factor

can be modeled reasonably well by the Lorentzian shape of a

typical atomic scattering factor after the dimensional re-

scaling.

The success of this rather simplistic diffraction model for

the analysis of low-resolution protein phasing problems has

been surprisingly good. In obvious applications, where the

view down �-helix axes immediately suggests the pseudo-

atomicity of the phasing model, traditional direct methods

have, in two centrosymmetric projections, respectively, of

halorhodopsin and orthorhombic bacteriorhodopsin,

produced map density pro®les that are virtually identical in

appearance to the potential maps calculated from electron

diffraction amplitudes and crystallographic phases derived

from the Fourier transform of averaged electron micro-

graphs (Dorset, 1997a, 1998). For two non-centrosymmetric

projections of bacteriorhodopsin, reasonably accurate phases

can be found by the Sayre equation, thereby locating the seven

�-helix sites in the asymmetric unit (Dorset, 1997b, 2000b,c).

Extension of these methods to X-ray data sets from two small

proteins (crambin and monoclinic rubredoxin) has shown

again that the centrosymmetric projections can be determined

rather easily and even that some progress can be made to

determine directly the three-dimensional electron-density

pro®le (Dorset, 2000a).
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There is no reason, however, to suppose that the pseudo-

atomic model should be rigorously valid for such low-resolu-

tion phase determinations, even when projections of protein

secondary structure would suggest that this initial assumption

might be useful. For example, in the direct phase determina-

tion of a red blood cell membrane protein, aquaporin channel-

forming integral membrane protein (AQP-CHIP), projected

helix centers could be located within �1.9 AÊ , even though it

could not be claimed that the ®nal map (Fig. 1b) otherwise

closely resembled the one (Fig. 1a) calculated from the elec-

tron-micrograph-derived phases (Dorset & Jap, 1998).

In this paper, a possible method for breaking out of the

initial globular symmetry imposed on the initial direct phase

determination will be described for this protein.

2. Materials and methods

2.1. Protein data and initial phase determination

While hk0 electron diffraction patterns from untilted

reconstituted two-dimensional crystals of AQP-CHIP extend

to about 3.0 AÊ , when the samples are embedded in vitreous ice

(Jap & Li, 1995) only the 106 unique data to 6 AÊ were

considered in the initial phase determination (for reasons

given in the Introduction). The potential map using phases

from averaged low-dose electron micrographs of the [001]

projection with electron diffraction amplitudes is shown in

Fig. 1(a). The three-dimensional space group is P4212, so that

the projected centrosymmetric plane group is p4mg. Unit-cell

constants are a � b � 96:4 �2� AÊ .

Details of the original direct phase determination are given

in a previous paper (Dorset & Jap, 1998). The phase of one

re¯ection had been determined from a highly probable �1

triple (10,0,0) and the origin was set by de®ning '580 � 0.

Symbolic addition (Karle & Karle, 1966) via algebraic phase

unknowns with the two de®ned phases for the centrosym-

metric projection determined new phase terms from the ten

most probable �2-invariant sums. With the criterion of map

density ¯atness (Luzzati et al., 1986) used to reduce the

number of solutions to be evaluated, the best solution was

then identi®ed by a Patterson correlation coef®cient (Drenth,

1994). With identi®ed peak positions used as pseudo-atomic

sites, the model, re®ned by Fourier methods, gave an overall

mean phase error of 29� for the 25 most intense re¯ections.

This can be compared to a mean 14.4� error when helix sites

from the image-derived potential map were used to calculate

structure factors via the pseudo-atomic scattering factors, and

really re¯ects some problems with the original phase deter-

mination.

2.2. Phase refinement via an error-correcting code

It is reasonable to expect that the most signi®cant devia-

tions from the pseudo-atomic model imposed on the initial

phase determination should be found in the most intense

re¯ections in the data set, since their weighting of incorrect

phases would account for the differences noted between the

maps in Figs. 1(a) and (b). If the phase set from the direct

determination can be regarded as a distorted signal, then,

using techniques borrowed from communications theory

(Brillouin, 1962; Peterson & Wilson, 1972; Anderson, 1974;

MacWilliams & Sloane, 1977; Hill, 1986), a better approxi-

mation of the correct signal might be found using error-

correcting codes. This is particularly advantageous for a

centrosymmetric projection since the aggregate of 0,� phase

choices for a set of re¯ections can be considered as a train of 1

or ÿ1 pulses to be corrected by the code. The application of

error-correcting codes to the crystallographic phasing problem

was pioneered by Bricogne (1993). It was further explored by

Gilmore et al. (1999) who, in their paper, have discussed the

theoretical background and its possible applications to

representative structural problems. Generally, a matrix of

polarity corrections is applied to the pulse train (phase set).

For example, a variant of the symmetric 8 � 8 Hadamard

matrix

Figure 1
Potential maps for AQP-CHIP. (a) Crystallographic phases obtained from
the Fourier transform of averaged electron-microscope images (Jap & Li,
1995). (b) Crystallographic phases from direct methods assuming pseudo-
atomic substructure (Dorset & Jap, 1998).
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is a generator matrix and has useful properties when combined

with its negative array to construct a perfect code as an 8 � 16

matrix (MacWilliams & Sloane, 1977; Hill, 1986)

T � H
�H

���� ����:
The resultant Hadamard [8,4,4] code, tabulated in the paper

by Gilmore et al. (1999), has the property that one corrected

set will contain a maximum of two errors for one of the

solutions (or there may be none). [With the parenthetic

notation (n,k,d) for any code, n is the number of characters

(i.e. phase terms accessed) in a code word, k is the number of

rows in a generator matrix (Gilmore et al., 1999) and d is a

minimum Hamming distance (MacWilliams & Sloane, 1977;

Hill, 1986) accounting for the smallest character difference

between code words. From the latter quantity, the error

detection and correcting power of any code may be derived.]

In terms of phase permutations, then 28 � 256 for 8 re¯ections

(characters in a code word) reduces to just 16 overall phase

adjustments. If the code is `punctured', i.e. the last column is

omitted (MacWilliams & Sloane, 1977), then seven phases can

be corrected in the Hadamard [7,4,3] code, with a solution

containing a maximum of only one error, again with 16

permutations instead of 27 � 128. As discussed by Gilmore

et al. (1999), there are other codes (see also MacWilliams

& Sloane, 1977) suf®cient for handling larger phase sets

(e.g. NordstroÈ m±Robinson, Golay), signi®cantly reducing the

number of required phase sets to be sampled and also guar-

anteeing one solution that has maximally one phase error.

(They also discuss how these codes can be applied to non-

centrosymmetric sets.)

2.3. Identification of the best phase solution

Ordinarily, error-correcting codes ensure that a noisy

transmission of a binary signal will not lead to a mistaken

interpretation of the message. For this, the signal and a parity

check are embedded in the same code word (e.g. MacWilliams

& Sloane, 1977). In the crystallographic application, the entire

code sequence becomes a phase-correction device. Thus, the

identity of the best phase solution, chosen from a group of 16

code words for a cluster of 7 or 8 phases, must still be estab-

lished since the assembly of code words merely represents a

reduced number of phase permutations, many of which will

still contain many errors. In the present work, this identi®ca-

tion has been made by exploiting the properties of cross-

correlation functions (Gaskill, 1978), comparing experimental

density histograms, assembled from maps generated for a

particular phase set, to the histogram expected for a low-

resolution map from a typical protein (Zhang & Main, 1990;

Lunin, 1993). This concept is also adapted from communica-

tions theory or signal analysis (Mason & Zimmermann, 1960;

Raemer, 1969; Balmer, 1991). It is expected that the density

histograms v(t) for potential maps (electron crystallographic

determinations) should not be qualitatively different from

those of electron-density maps (X-ray crystallographic deter-

minations) as recent studies indicate (Dorset, 2000a,b,c).

Given an experimental map density histogram v1(t) and its

expected value v2(t), then the cross-correlation function can

be de®ned as

 12��� �
R�1
ÿ1

v1�t � ��v2�t� dt: �1�

If the expected value can be described a priori, then the

endpoint of a search for a correct match of v1(t) to v2(t) should

be revealed by the properties of the autocorrelation function:

 ��� � R�1
ÿ1

v�t � ��v�t� dt: �2�

As is well known, the autocorrelation function is an even

function, maximally peaked at the origin (Mason & Zimmer-

mann, 1960; Gaskill, 1978; Frank, 1980). On the other hand,

the cross-correlation function is not necessarily an even

function, but it should more and more resemble the auto-

correlation function as v1(t) and v2(t) become more similar.

The property of skewness in the cross correlation

S �P
i

j 12��i� ÿ  12�ÿ�i�j= 12�0� �3�

measuring across some pre-determined origin position,

therefore, is a possible way of distinguishing the dissimilarity

of the two correlated functions (Dorset, 2000a,b) after they

have been aligned to one another by an overall shift . The

value of  can be found directly by plotting the cross corre-

lation so that the (skewed) function can be centered at its

maximum peak height, where the greatest similarity should be

observed for two compared functions (Frank, 1980). (An

example of cross-correlation functions for density histograms

with origins that are mutually offset from one another by

different amounts is shown in Fig. 2( f ). The values  required

to align peak positions differ, even though the overall cross-

correlation functional shapes remain unchanged.) The shift

value can then be applied to the original density histograms

v1(t) and v2(t) to place them on a common basis so that a

similarity function

E��� �
P

j�v1�rj� ÿ v2�rj � ��2P
j v2

1�rj�
P

j v2
2�rj�

� �1=2

( )1=2

�4�

for the density histogram can be computed for the appropriate

shift value  (Frank, 1980).

In the above, the integrals of the correlation functions are

approximated by summations using histograms sampled

(sifted) by a train of � functions (i.e. a `comb' function). The

summations, moreover, are not entirely accurate representa-

tions of the above integrals (DeFelice, 1981; Balmer, 1991).
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One signi®cant source of error can arise if individuals in pairs

of cross-correlated density histograms are not sampled by

comb functions with the same interval between � functions.

Analysis of a cross-correlation function is permitted if the

more coarsely sampled histogram is spaced appropriately with

respect to the ®nely sampled histogram.

Lunin (1993) depicted idealized density histograms for

proteins at various mean phase errors. Representative histo-

grams from this earlier work are shown in Fig. 2 along with

their respective cross correlations with the error-free histo-

gram. Since the widths of the autocorrelation functions of the

individual density histograms increase at half height with

increasing phase error, the cross correlations of the error-free

histogram to those experimental distributions for maps

calculated from erroneous phase sets also increase in width as

the experimental phase error increases. (Here the reference

origin for the cross-correlation function is determined by an

optimal shift value, again located at its peak value.) The

skewness parameter also increases for cross correlations with

histograms from erroneous maps as the mean error increases.

Finally, there is an increase in value of the similarity function,

E, with the phase error when the density histograms are

shifted with respect to one another by the  value indicated in

the cross correlation.

3. Results

3.1. Density histograms

If, as in earlier work (Dorset, 2000a,b,c), an approximate

value of F000 was used to generate potential maps where

negative density regions were minimized, the resultant density

histogram generated for the correct (image-based) crystal-

lographic phase set did not at all resemble the skewed distri-

bution shown in Fig. 2(a) but was very much like the nearly

Gaussian histogram anticipated for the mean value of 90� (Fig.

2i), i.e. a random phase set. No great difference was seen for

histograms generated from trial phase solutions. Therefore, a

phase model could not be identi®ed.

The discrepancy between anticipated and experimental

density histograms was the result of including pixel values

within solvent regions, consistent with the need for coupling

solvent ¯attening with histogram matching (Zhang & Main,

1990). The `generic' quality of the histogram depicted for

example in Fig. 2(a) is, therefore, only valid for pixel values

within the macromolecular envelopes (Lunin, 1993). New

maps were then generated using F000 � 0 so that the mean

density value of the map would also be 0.0. Only pixel values

within the positive areas of the map were used to generate the

test histograms. Since actual histograms should also contain a

small sample of pixels within negative density regions (Zhang

& Main, 1990), it is anticipated that there should be some

error in the generated density distributions. Nevertheless

(Fig. 3), there is a skewed density distribution within the

positive part of the experimental histogram that somewhat

resembles the anticipated envelope.

3.2. Most intense reflection set

In order to analyze the most intense set of eight re¯ections,

the condition '580 � 0 (origin de®nition) was imposed and the

remaining seven phases were modi®ed by a punctured

Hadamard [7,4,3] code. (The full Hadamard code might have

been used equally well, adding another re¯ection. However, in

Figure 2
Density histograms (Lunin, 1993) and their cross-correlation functions.
(a) 0� mean phase error. (b) Cross correlation of (a) with itself
(autocorrelation function). (c) Average of histograms generated for 0 and
15� mean phase errors. (d) Cross correlation of (a) with (c). (e) 15� mean
phase error. ( f ) Cross correlation of (a) with (e). Here different relative
origin shifts between (a) and (e) are imposed before cross correlation to
demonstrate that the otherwise invariant functional shape also shifts
position. (g) 36� mean phase error. (h) Cross correlation of (a) with (g).
(i) 90� mean phase error. ( j) Cross correlation of (a) with (i).



this study, two blocks of eight phases each were considered.

The ®rst set already includes an origin-de®ning phase, hence

the choice of the punctured code.) The symbolic identities,

'150 � '340 and '350 � '570, found in the original direct phase

analysis (Dorset & Jap, 1998) were also imposed. One set of

eight possible solutions could be rejected by violation of these

algebraic phase relationships alone. After generating potential

maps for the remaining eight phase sets, their density histo-

grams were cross correlated to the positive part of the histo-

gram anticipated (Lunin, 1993) for a solution with a mean

phase error between 0 and 15� (Figs. 2c, 3a), suitably scaled to

match nearly the peak magnitudes. From the skewness par-

ameter S, de®ned above, it is apparent that the best solution

corresponded to the case where no phase modi®cations were

made by the error-correcting code. This, in fact, veri®ed the

earlier observation (Dorset & Jap, 1998) that the eight most

intense re¯ections were correctly assigned phase values by

direct methods. In other words, despite the difference in the

histograms shown in Fig. 3, the `generic' estimate in Fig. 3(a) is

good enough to ®nd the correct phase solution for the most

intense re¯ections.

3.3. Second most intense reflection set

The eight most intense re¯ections were then assigned

invariant phases and the values for the next eight most intense

group generated by direct methods were corrected by the

Hadamard [8,4,4] code. Again, 16 phase sets (corrected by

code words) were evaluated.

When potential maps were generated for the 16 phase

combinations and the experimental density histograms (posi-

tive pixel values only for maps generated where F000 � 0)

were cross correlated to the Lunin (1993) test histogram used

above (Figs. 2c, 3a), no decision about the best phase set could

be made if the skewness property of this function, S, or the

similarity function, E, were consulted as FOM's. A density

histogram (Fig. 3b) determined from maps calculated from the

correct set of phases [Fourier transform of the electron

micrographs determined by Jap & Li (1995)] was then cross

correlated with the experimental histograms. In this case, the

best solution, containing only one phase error (Table 1) was

clearly identi®ed, both by the skewness parameter S as well as

by the similarity term E. The corresponding potential map

(Fig. 4b) was then much more similar in appearance to Fig.

1(a) than it was to Fig. 1(b).

In an alternative search for a reference density histogram,

an average was made over all of the experimental histograms

determined for the 16 phase sets. This reference was used in

the search for a phase solution by the cross-correlation func-

tion. From the standpoint of the skewness parameter, a correct

solution could be found in a cluster of four solutions within the

smallest S values. In terms of the similarity parameter, it could

be located within three solutions giving the smallest E value.

An analogy exists to the case of globular model solutions

generated in image space and then averaged according to the

similarity of density histograms (Lunin et al., 1990). The

average of phase sets (most represented phase value for any

re¯ection) in both tests with the average histogram gave the

same result, containing only one phase error (but differing

from the one generated above), as shown in Table 1. The

potential map generated from these 16 phased re¯ections (Fig.

4c) again is similar to the image-based structure (Fig. 1a).

4. Discussion

The assumption of pseudo-atomic globular arrays in protein

structures has imposed a useful constraint for extracting

approximate low-resolution phase information by conven-

tional direct methods. This assumption has also been useful for

the Fourier re®nement of such structures, since the globular

array can be modeled conveniently by a pseudo-atom for

structure-factor calculations, after dimensional re-scaling
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Table 1
Results of direct phasing of AQP-CHIP, corrected by Hadamard code.

hk0 |F| ' (best single solution) ' (average of solutions)

150 99.63 0 0
340 72.18 0 0
350 70.23 0 0
570 77.99 0 0
580 77.93 0 0
670 68.43 � �
680 62.39 � �
770 64.38 0 0
060 55.63 � �
160 52.73 � �
250 45.48 0 0
390 57.94 � �
440 47.09 � �
401000 46.23 0 �²
660 43.63 0² �
990 51.55 0 0

² Incorrect phase value.

Figure 3
Comparison of predicted (Lunin, 1993) and actual density histograms.
(a) Predicted histogram for average of 0 and 15� mean phase error.
(b) Density histogram for map calculated from image-based crystal-
lographic phases.
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(Dorset, 1997a). In order to re®ne these initial phase assign-

ments effectively, however, some means must be found to

break out of the overall globular scattering-factor constraint.

As demonstrated by Bricogne (1993) and Gilmore et al.

(1999), error-correcting codes appear to be an ef®cient device

for testing a reasonable number of phase permutations with

the least amount of error. The Hadamard error-correcting

codes used in this example are obviously not the optimal one

for reasons previously discussed by these authors, who prefer

to use codes (e.g. NordstroÈ m±Robinson, Golay) with longer

words. Nevertheless, the use of seven- or eight-character code

sequences has led to a useful result where the directly derived

structure is much closer to the one found in the original

electron microscopical study (Jap & Li, 1995). It also has

demonstrated that much relevant structural information is

contained in a relatively small subset of intense re¯ections, for

which the derived phases must be highly accurate ± in this

case, much more so than provided by conventional direct

methods ± to provide a faithful reproduction of the potential

map. This is illustrated conveniently by the strong similarity

between the maps in Fig. 4(a) and Fig. 1(a), the former

generated from just 16 intense re¯ections and the latter from

a complete phased data set. Further, the successful phase

re®nement via Hadamard codes demonstrates where the

deviations from the initial globular model become signi®cant.

For this example, the deviations occur at the second level of

intense re¯ections whereas the most intense ones conform

well to the original pseudoatom model. Hence, it was in-

formative to use shorter code words in this feasibility study.

Nevertheless, there are 16 code words to be evaluated in

each level of phase correction. Any phasing procedure

involving permutations also must permit the a priori identi®-

cation of an optimal solution via some ®gure of merit. While

the minimization of the required number of choices by an

error-correcting code is highly useful, there are no conserva-

tive structural constraints, on the order of bonding parameters

in small-molecule crystallography, that can be used to

identify a `correct' low-resolution protein structure just from

its appearance. In earlier studies from this laboratory

(Dorset, 1997a,b, 1998, 2000a,b,c) and elsewhere (Podjarny &

Urzhumtsev, 1997; Lunin et al., 1998), a number of FOM's

have been suggested to facilitate this structure identi®cation

and all of them have been shown to fail to ®nd a unique phase

solution in some cases.

If a generic density histogram can be de®ned a priori to

suf®cient accuracy for a protein, then there is every reason to

expect that the cross-correlation function of this expected

histogram with experimental ones generated from various

phase combinations should be useful for ®nding a solution,

based on ideal match to the autocorrelation function for the

correct phase solution. In this study,

it was shown that the search with the

ideal histogram for the projected

protein structure, generated from the

map calculated with electron-micro-

graph-derived phases, was a useful

criterion for this search. However, a

more `generic' histogram, e.g. one

proposed by Lunin (1993) (Fig. 2a),

was not necessarily useful for the

evaluation of the second block of

intense re¯ections that account for

actual structural deviations from the

globular model. In previous work

with `generic' histograms (Dorset,

2000a,b,c), the cross correlation was

made generally with histogram

distributions from alternative maps

based on total phase sets generated

by the Sayre (1952) equation, after

permuting an algebraic unknown.

The current study demonstrates that

the histogram changes for density

pro®les from phase permutations in

a cluster of medium-density re¯ec-

tions may, in fact, be very subtle,

especially when the dominant inten-

sities are assigned correct phases.

Thus, an attempt to identify the best

solution with an imperfect approxi-

mate to the exact histogram model

(e.g. Fig. 3a) can fail.

Figure 4
Potential maps based on the 16 most intense
re¯ections. (a) Image-based phased (correct
set). (b) Direct phase solution in Fig. 1(b),
corrected with error-correcting code with one
phase error, detected with knowledge of actual
density histogram. (c) Direct phase solution in
Fig. 1(b) from average over solutions detected
with average experimental histogram.



An alternative procedure of ®nding a starting approximate

histogram model by averaging the histograms generated for all

phase choices may have some merit in further restricting the

number of structural solutions to be tested. By analogy to the

real-space globular model generations that are screened and

sorted by a density histogram, the cluster of solutions might

then be averaged to give an acceptable phase model.

Previously it was assumed without proof (Dorset, 2000a,b,c)

that the density histogram might be a reliable test of structural

solutions even though other laboratories have shown that such

searches can also go astray (Lunin et al., 1990) in individual

cases. The alternative approach with an approximate histo-

gram model, generated by averaging over all possibilities from

the phasing experiment, may, nevertheless, prove more useful

in future applications if the most likely phase solutions are

then averaged.
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